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**Introduction**

**Business Analysis and Project Plan**

**Machine Learning Models**

I have used three different supervised machine learning models:

* Decision Tree with accuracy score of
* KNN with accuracy score of
* Logistic Regression with accuracy score of

The results provided reasonable values, albeit not outstanding. Therefore, I have tried to perform PCA that not only compresses data, but aims to improve the accuracy score. Running the KNN model thereafter improved the accuracy score to

**Libraries**

I have downloaded all the necessary libraries, panda for data manipulation and analysis library, matplotlib.pyplot and seaborn for data visualisation, numpy for numerical computing, sklearn libraries for future scaling for ML models, PCA, encoding, training and testing sets, linear regression model for predictive modelling. I’ve also included a Folium, very useful Python Library used for visualizing geospatial data. Libraries have been imported and assigned the abbreviated formats. The abbreviated format makes recalling and use of these libraries more efficient. Lastly, I have uploaded a csv file that we renamed as a hotel.df for easy reference.

**Dataset and Data Understanding**

**Data Preparation**

* Counting the sum of missing values, the dataset shows missing data for country, agent and company
* Filling the missing values with zero
* Deleting rows with zero values for adults, children and babies in the same row, total of 180
* Identifying the target value ADR, vs is-cancelled

**Data Visualisation**

I performed several visualizations to review the data in order to have better understanding of the dataset.

1. pair plot of the first ten variables that shows us the relationships between pairs of variables (ref. to Jupyter file, code block: )
2. line plot shows lead time for all bookings and there’re some outliers booking as far as 2 years in advance
3. Heatmap of correlations shows us relationships between variables and how they are correlated.

**Attrition …….**

**Let’s have a look at few categories:**

**Data Preparation**

● Characterisation of the data set: size; number of attributes; has/does not have missing values,

number of observations etc.**[0-10]**

● Application of Data preparation/evaluation methods (Cleaning, renaming, etc) and EDA (Exploratory

Data Analysis) visualizations (plural), including a clear and concise explanation of your rationale for

what you are doing with the data and why you are doing it.**[0-20]**

● Apply encoding, scaling and feature engineering as and if required, detailing how and why you used

these techniques and the rationale for your decisions.**[0-30]**

● Explore the possibility of using dimensional reduction on the dataset. Employ both LDA (Linear

Discriminant Analysis) and PCA (Principal Component Analysis) and compare the separation of

classes through visualization. Explain the difference between both techniques in your own words

and discuss in detail how your results may affect your analysis of classifying or clustering the normalas compared to anomalous biddings.**[0-40]**

**Statistical Techniques:**

● Use descriptive statistical analyses to explore and evaluate the data set, including measures of

central tendency and dispersion and frequency distributions. Correlation matrices are also

accepted. Provide a summary of your findings. (0-30 marks)

● Formulate and test hypotheses within a business context using appropriate statistical techniques

like t-tests or ANOVA to identify significant relationships between variables. Provide a summary of

your findings. Use at least two statistical tests. (0-40 marks)

● Use a Jupyter notebook to produce result sets from the provided dataset, such as scatter plots or

regression models. Provide a summary of your findings. (0-10 marks)

● Write the results of the analysis of your findings to stakeholders using clear and concise

explanations, visualisations, and appropriate statistical terminology. (0-20 marks)

**Machine Learning:**

● Provide a conceptual understanding and logical justification based on the reasoning for the specific

choice of machine learning approach (supervised/ Unsupervised) for the provided data set. You can

discuss the pros and cons of both approaches based on your understanding. (0-20 marks)

● Machine Learning models can be used for Prediction, Classification, and Clustering. You can choose

suitable features for the machine learning models based on feature selection methods, such as random

forest or any other method. The selection of hyperparameters for the ML models should be performed

by using hyperparameter tuning, such as GridSearchCV. Obtain the best accuracy using optimal values

of the hyperparameters. (0-30 marks)

● You should train and test the Machine learning models in the case of supervised learning for different

splits (at least 2 splits) and use appropriate metrics for unsupervised learning. Use k-fold (10 or 20 or

30) cross-validation to provide authenticity of the modelling outcomes. (0-30 marks)

● Exhibit a comparison of ML modelling outcomes using a Table or graph visualisation. Identify the

possible similarities and contrast of the Machine Learning modelling outcomes based on chosen metric

and discuss their statistical understanding. (0-20 marks)

**Analysis of Results**

**Future Recommendations**

## **Challenges encountered**

I have encountered numerous challenges while working on this dataset. Larger volume of data provides more information for the training and might lead to better performance.

Additionally, I’ve identified a lot of missing vales, and identifying the best performing model with better accuracy score.

Admittedly, the project overall was a challenging task, but generally speaking, I really enjoyed learning and attempting to understand such a complex subject of study as Data Analysis and Machine Learning.

**Milestones**

Researching while working on this project helped me to gain better understanding of visualisation techniques and how to interpret the various graphs and charts, gradually gaining confidence in this subject. I've also developed a better understanding of GitHub, including version control and how to create repositories.

**Conclusion**

**GitHub link:**

**Timeline:**
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